Mathematics Formulary

1. Number Systems

2. Algebra

3. Plane Geometry

4, Stereometry

5. Functions

6. Equations

7. Sequences and series

&. Differential Calculus

9. Integral calculus

10. Vector Geometry
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Naturals, integers, rationals, real, complex numbers
Basic laws, equivalence transformations
Binomial formulae, binomial theorem, fractions
Powers, logarithms

Translation, rotation of coordinate system
Triangles, right-angled triangle

[sosceles and equilateral A, lines in a triangle
Quadrilaterals

Circle: parts and equations, circle angle theorems
Cavalieri’s principle, prisms and pyramids
Sphere, Platonic solids

Solids with curved surface

Inverse function, polynomial functions

Linear functions, lines, absolute value

Parabolas, power functions, rational functions
Exponential and logarithmic functions
Trigonometric functions

Symmetry
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1 Number Systems

Natural numbers: N = {0, 1, 2, 3, ...}.

Integers: 7Z = {0, +1, +2, ...}.

“2=141. Rational numbers: set of all fractions:

Q={Z|m,n € Z, n# 0}. Numbers with
periodic or terminating decimal expansion.

s 3=_1.73...

o7 =3.14...
Irrational numbers [: numbers with

e¢ =2.71... infinite nonperiodic decimal expansion.

Real numbers E: union of rational and
irrational numbers.

o

T
F3

*2e

Complex numbers:
C={z+y|z,y € R} with* = —1.

L Ji=

Complex Numbers

» Imaginary unit:

2 =1

Cartesian coordinatés

Polar coordinates

» Euler’s formula: :]f s’ Sl :]f z = r-cis(0)
= — | =x+i 2 ;
7 = cos(y) +1 s(p) ; 1=
, . Ala
i A 5 Tl
¢ CIS(({\)’ |€ ‘ 1 x : real axis (Pl 5 > X
» Argand diagram: P
xy-plane of the complex numbers. 2o — iy 2l 4§ - = ,._e—i(P

Complex . . x : real part )
number . 4 7 : imaginary part a a L
Corflplex = 7 — o e, P
conjugate
Modulus | 2] 2| =2 Z = /2% + y? 2| =17 = /2% + ¢2
x =1 -cos(yp) tan(p) = £
Angle © _
y =1 -sin{y) ¢ = arg(z)
Addition 21+ 29 ;
Subtraction Z1 — 29 (o, &= %)+ == Ga)
Multiplication 2122 | (@2 —1mye) +i(Tye + 2211) ry -1 -cis(pr + @2)
e e . z1 217 @izt yiye) +i(zoy —x1ya) T e )
Division (23#0) - ol = T < - cis(p1 — @2)
1 Z —4 1 :
Inverse (z#0) = ‘;‘2 = ;2 ;;’; -+ cis(—¢)
Powers 2" ™« (cos(n @) + i sin(n @) =" . "¥
Roots Yz T - (cos (%) +14 sin (%)) ) = T ..
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2 Algebra

2.1 Addition and Multiplication, Basic Laws

Addition

Multiplication

Commutative law

|a—|—b:b+a|

a:b=bia

Associative law

(a+b)+c=a+ (b+c)=a+b+c|||(a-b) - c=a-(b-c)=a-b.c

Distributive law

g-(btel=a-bta-e

Neutral element

|a+0=0+a:a|

la- 1 = 1£0="a

Inverse element

a+ (—a)=(-a)+a=0 AURE Wy A

expanding

2.2  Order of Operators

Brackets —+ Exponents (and roots) — Division=% Multiplication —» Addition —+ Subtraction

Optional brackets:

e 12 = —(1)2 =

0« 2.30=2.(3%) =162

®

L

=

4/243=(4/2)4+3 =4

2+3~42+(3~4)14/ " a=d \ ¢ (2+3).4=5.4=20
addition subtraction

a-b

multipligation division

Mandatory brackets:
o (<= (—1)- (1) = 41

o (2:3)=6*=1206

4

b
e 4/(2+3)=4/5=08

2.3  Equivalence Transformations

The following transformations leave the set of solutions unchanged:

Equation a = b Inequality a < b
atec=htc Addition, subtraction atc«bte
Multiplication a-c<b-c ife>0
G~ —=b~¢
by ¢ £ 0 a-c>b-c ifc<0
. 3 Division et ifex0
°c by ¢ 0 %>% el
¢ q 1<t ifa-b<0
= =g Reciprocal (a,b # 0) L ‘
S ¥ it @~-b 40

(©Adrian Wetzel
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2.4 Binomial Formulae, Binomial Theorem

Bragims] terialass e a” + b? irreducible in R.

1% formula: [{a 1 b)" =a®+2-a-b 1 ¢ e d’+ b =(a+b)-(a®°—a b+’

20d formula: [(a —b)° =a®—2-a-b + b e —bP=(@—b)-(a®>+a-b+¥°)
n—1

3 formula: |(a+b) (o —b) =a® —b* gt~ P ={ag—b)- Y a% Fh.pb
k=0

Binomial theorem:

n_ {TY na0 (L Y | R 2,2 R oz M~ (T n-k gk
(a+b) —(O)QbJr(l)a b+(2)a b+---+(n)@b —;O(k)a b

1 1

with the binomial coefficients (2) = W'*k)’
Factorial: n! =1.2- ... - n, f=Tl=1, (see combinatorics on p. 30).

For (a—b)" the sign is alternating: (a —b)* = +a® —3a*b+3ab® — V"

Pascal’s triangle and binomial theorem:

1 n=0 (o) (@ +b)'=
/\ .
n=1 (o (@ +b)' =1a" +15'
/\"‘/\ /N
1 n=2 B 3 @ (a + by =1a* + 2a'b" + 15
/\ /\+/\ . i T
1 a=3 () 6 G ()  @+p=1d+32%+ 34 +15°
/\+/\+/\+/\ RN, W,
I 4 n=4 (0 [0 [ () @b =12 +4a'+ 620+ da' + 10"

/\/\\/\\f’}\/\ b AR O

2.5 Fractions

» put onto the common

Addition

Subtraction

b,y #£0 denominator, then

add the numerators.

» multiply numerators

Multiplication % L= ‘Z = b, y#0 and denominators

with each other.

» dividing by a fraction:

o
Division T = % = % b, z,y#0 Multiplying by
y

its reciprocal.

(©Adrian Wetzel 4



2.6 Powers

a € K :base
Definition: |[a” —a-a ... a| is called the n** power of a, where
b n € N :exponent.
n factors
0 -
ar=]1, Iif g=#=0
Particularly: a' =a and . 7

0" =0, if n>0.
¢ Negative exponents = denominators: |a™" = al, a #= 0.
¢ Rational exponents = roots: an = Yam a >0, n>0

particularly: as = Va squargfroot: n = % f+/a =4 a?

Power laws

Same base g g™ =gttm | g a0
a

Same exponent a- = (ab)® L= (&)" b#0

Powers of powers (e ™ ™ )"

2.7 Logarithms (see also p. 16)

Definition log, (z) = E oY =% g, B30 g=1
Multiplication — — —
Division logg(@ )= log, (@4 log, (y) log,($) =log,(z) — log,(y)
Powers log, (2% = v log,(z) x>0

1 a>0;a#1 . 1
Change of base log, @ % i ZZ ) especially: log, (z) = 1?183

2.8 Translation, Rotation of the Coordinate System

Binomials
Fractions
Powers log

z cos(¢) +ysin(p)

- B T -
Rotation by ¢ 7 = —xsin(y) + y cos(y)

Translation of (E) :

(©Adrian Wetzel 5



5.2

Plane Geometry

Triangles

Sum of angles: a + 8+ y=180°

Triangle inequality:

Intercept theorems (proportionality):

Two triangles are called similar if they have the
same angles. Equivalently, the ratios of their

sides are equal.

1% Intercept theorem: % = % = Zi;

2" Tntercept theorem: % = &TJFC

Sine rule: - — b __ _<c _ _9p|with R: radius of the circumcircle.
gin(o) sin{/) gin(7)

Cosine rule:

A=a’+b>—2-a-bcos(y)

and eyelic permutations: f";ﬂ

1 : W bk i

Area: Ap = 5 (base - height) = 02 b g e
i . bec N N
» two sides and their enclosed angle: [ Ay = = sin(a) | and cyclic: L

» three sides (Heron):

Ax=0/5(5 — a)

(s —b)(s —¢)

with the semi-perimeter

s:%(a+b+c)

» three angles and R:

Apx =2 R? - sin(a) - sin(f3) - sin{y)

F : Radius of the
circumecirele.

Right-angled Triangle

Pythagoras’ theorem: |2 = o2 + b?

Altitude theorem: h?=p-gq
Euclid’s theorem:
& =6 g resp. B2 =c:p

Trigonometric functions: (see p. 17)

sin(a) = % cos{ar) = % tan(a) = %

(©Adrian Wetzel 6
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3.3

Isosceles and Equilateral Triangles

Isosceles triangle

B /1. bisects bage c.

» f. bisects angle .

Equilateral triangle

» height: i = % a
B area: A= 3? a?
» radius circumcircle: R = 3@ a = % h
» radius incircle: e — % G — % h

3.4 Lines in a Triangle

Heights are straight lines through a
vertex perpendicular to the opposite
side.

Angle bisectors bisect an angle of the tri-
angle. BEach point on an angle bisector has
the same distance from the adjacent si-
des. Angle bisectors intersect at the center
M of the incircle.

Medians are the lines from a vertex to the
midpoint of the opposite side. They inter-
sect in the ratio 2:1. The point of coin-
cidence is the centroid S (center-of-mass)
of the triangle. See also p. 27.

Perpendicular bisectors are the set of
points having the same distance from two
vertices of the triangle. They intersect at
the center M of the circumcircle.

(©Adrian Wetzel
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3.5 Quadrilaterals

Quadrilateral

o+ By 46 = 360°

Trapezium, trapezoid

Parallelogram, rhomboid

» A=a-h=a-b- sin(a)

Rhombus

>A:e'2f =a-¢-gin(a)

Rectangle
|
D a, B
—1p 1 ~ L b
A A S
|
i
» A=a-b

Square
Dy—pl C
—fF d . ad—
A H B
s a AN
P i "N
» A =a"

> d=a-+/2

Cyclic quadrilateral

Tangent quadrilateral

P o+y=/8+8=180°

»a-c+b-d=c-f

at+c—=b+d

at+btetd

> A=r- 7

Axis of symmetry are shown in orange color.

(©Adrian Wetzel




3.6 Circle

¢ : chord
segment

-,

s : secant { : tangent

f: tangent

Circumference

Arc length

Area

Sector

Segment

Intersecting

chord theorem

Intersecting

secant theorem

A=m.r?

Age, = 71 ﬁ—%
Agey = AR5 — 2 7% sin(w)
PA . PA —DPBPBL— DS

&

QB" QA’ = QAERB =QT

Equation of circle ¢ with center M{w / v) and radius r:

¢ Center form: G5

(z —w)’ + (gm)® = r*

¢ Expanded form:

e $2+y2+a~x+b~y+c:0

¢ Tangent ¢ to C at point T(zq / wg): |t :

Circle Angle Theorems

TR ACED IR NOED e,

2

Central angle theorem:

Thales’ theorem:

» equal inscribed angle .

» central angle w =2..

(©Adrian Wetzel
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4 Stereometry

4.1 Cavalieri’s Principle

Two solids have the same volume if
their cross-sections A(x) have the sa-

me area at all levels z.

4.2 Prisms and Cylinders (Congruent, Parallel Base and Top Face £5)

Right prism

Oblique prism

B A

» h: Height.

» 5. Base area,

I, : Lateral area.

nlL ,q . > Volume
B A : »  Surface area: |A:2»B+L|
Cuboid Cube Cylinder
£l D g B -E.
w5 D] mu
¢ 5 a B
BVb s dT s
a a
»V =a-b-c » V =0a° p»V=ar-h
» A=2a-b+a-c+b-c) [wA=6.a° > A=2.-wri+2xr-h
» D =+/a?+ b2+ 2 » D=a-/3, d=ua-+/2 » L=27r-h

4.3 Pyramids and Cones

Right pyramid Oblique pyramid

» . Base area,

L : Lateral area.

» h: Height.
» Volume: V:%~B~h
» Surface area: A=B+L
. . . . pyramid
Right, square pyramid Right circular cone Frustum of
cone
S ) : 'S S
a: base edge & aperl‘ture I I
. slant edge el
o g s s: slant edge "
3
2 h L]I §
B
>V =1ah >V =2m2h > Vi= 2 (B+VBT+T)
» A=a’+ L » A=mr’+ars, L=mrs >H1:W—§(r12+r1r2+r22)
> s — h2—|—“22 b s =/ hZ4 2 > Iyp=ms(r +r)
(©Adrian Wetzel 10




4.4 Sphere

" ol 3
Sphere and parts Volume: V=37 R
spherical cap
{3eement) » cap: V= % 7-hi?- (3R —hy)
> zone: V:%W~h2~(3rlg+3r22+hgg)
zone )
» sector: V = §W¢R2ah3

Surface area:

» cap: L=2nR-hy (lateral area)

sector
> zone: L=27R-hy (lateral area)

» sector: A=27nR-hs+mnR+/2Rhs — hs?

Equation of a sphere S with center C{u / v / w) and radius R:

¢ Center form: S:(z—uw’+@m—v)°+(z Nk R

¢ Expanded form: |5: 2+ ¢°+2* ta @ +b-y+tc-z+d=0

e Tangent plane T to a sphere S at a point Po(zo [ 4o/ 20):

T: (z—u)(zg—u)+ (v —2v) iy —v)+le—w) (20— w) = R® (see p. 29)

4.5 Polyhedra, Platonic Solids

V' : number of vertices
Euler’s Polyhedron Theorem: | Vit F=F+2| with: F . number of faces
E : number of edges.

There are 5 regular convex solids: the Platonic solids (all edges of same length)

&

F—

a a a
Tetrahedron Hexahedron Octahedron Dodecahedron Icosahedron
{4 faces) {6 faces) (8 faces) {12 faces) (20 faces)

<§> %

(©Adrian Wetzel 11
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Volume V Surface A f?adlus R of the .Radlus r of the

circumsphere insphere
Tetra- V2 3 2 +6 v/8
hedron e V3a 19 B
Hexa- 5 /3 1
hedron “ o o ok g &
Octa- V2 2 V2 VB
hedron 3 2v3a 2 ¢ 6 ¢
Nadeca- | 15475 3 5 (1+v5)v/3 V104445
hedron =I=a% | 34/5(5+2VF) a - - a
Icosa- 5(3+v/5) 2(5+/5) (834+/5)/3
hedron 12 @’ 5v3d? 1 a 12

4.6 Solids with Curved Surface
Ellipsoid Paraboloid Torus
W Ir

» V=27%.72. R
» A=47%.r- R

4.7 Volume of a Solid using Integral Calculus

(©Adrian Wetzel
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. V:fA(:c)d:c

27

cross-section area A(z) | to the z-axis.

e Particularly solids of revolution:
Volume of a solid obtained by the graph
of a function f(z) rotating about the

T-axis:

Ve :W~fb(f(x) V?dx  (see p. 25)



5 Functions

Definition: A function f: [ — W is a mapping from
one set [ (domain) to another set W (range) so that

each element » € [ is assigned a unique element y € W:

Inverse function: f :

f(f(@))== and f([y)) =y

Only one-to-one mappings have inverse functions. In order

fiamry=Ff)

W — [ reverses the function f:

to make a function f invertible, its domain has to be re-

stricted such that f becomes monotonic.

Finding the inverse function:

» Graphically: Reflect the graph in the first -

angle bisector 4 = .

* /g(x)

f(z)

g(x

Domain: Set of all allowed

z-values:
= g(z) #0
= g(z) >0

» Algebraically: Solve y = f(x) for x. o log.(g(z)) = g(z) >0
Then, interchange » and v.
Table of functions and their inverse functions:
Function 4= flx) Dy W, y = f(z)
Reciprocal % RX{0} RY{0} % = g3
Square Z* [§ =0 W= x5
n if neven: x>0 i ok
Power & R £ odd: R Jr=g
Sine sin{z) i [—1, 1] arcsin(z)
Cosine cos{x) 14 [—1, 1] arccos(x)
Tangent tan{x) R {(n+8) 7™, nc Z} i3 arctan(x)
Exponential a® R y>0 log, (x)
5.1 Polynomial Functions (” Parabolas of Degree n”)

y=f(z) =ga" g ' .. taixtap=3 apz"
=0

with a, # 0,

: degree (order).

Lines (n =1)

a=m>0
43/—‘9?
Ax
Ax
QAy
a,=m=<0

1

Parabolas (n = 2)

a, >0

WV

a,<0

Polynomials (n = 3)

a, >0

I=point of
inflection

Polynomials (n = 1)

a,>0

(©Adrian Wetzel
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5.2 Linear Functions, Lines

» Normal form:

» Point-slope form:

|g: y:m~x+q|

g:y=m-(x—24)+Ya

e Slope: |m = % — —gi — zi = tan{w)
e y-intercept: ¢.
» Intercept form: g: % == % = 1| with

the axes intercepts p, ¢ € R\{0} U {+oco}.

with A(za /ya) € g.

4 B %
Vg ‘Ay
Ya 4 g’cx >
" | Sy
1 T 1 & P e

parallel lines

perpendicular lines

angle of intersection of g and h

g

x;ifrh

g h

gl h = my,=my

g L B @mg:;l
{4

» Vector equation:

¢ Direction vector ¥ :

¢ Support point:

gt Ti=74+ 00

direction of g.

arbitrary point A on ¢.

o Track points S,,8S,, S.: intersections

of ¢ with one of the main planes.

= Vector geometry see p. 27,

= Plane equations

see p. 29,

5.3 Absolute Value

m@{ o

ifxz >0
x ifx <0

‘x| is continuous but not differentiable at z = 0.

(©Adrian Wetzel
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5.4 Quadratic Functions (Parabolas)

p» Normal form: » Vertex form:
pry=azri+br+tc

p:y=alz—u)?+to

e a < 0: parabola opens

downwards (M)

a > 0: parabola opens
upwards (L)

a = 1: norm parabola

e ¢ : see normal form.

e Vertex S(u / v) with

b, ., b pidae
U= 2aq’ U= da

= Formula for quadratic
equations see p. 19,

¢ bz linear term

e . y-intercept.

) y Jt - ;:: n=
5.5 Power Functions n32np2 Y e
/ 1
Power function: | f(z) =2 n e Q jfl &
/ H =3
) / 1 n=0
n—1~0 constant function. e n=-1
---- =2
Oxwnxl root functions. x
fi =1 linear function. =
n € N; n>1 parabolas of n' order.
n € N; n <0 hyperbolas of n't order.
" = 3 n=1
. . — axis, if n i i
The graph of f(z) = 2™ is symmetrical about the { grigiailsj ;Z 12 z‘ﬁ
= Derivatives and antiderivatives see p. 24.
5.6 Rational Functions
A rational function f(z) is a function of the following structure:
f(x) U(x) __ numerator polynomial b W 2"+ Uy 1 xnil ... +a1 X+ ag coeflicients
- V(x) denominator polynomial Biws 5 4 b =1 b1 x+ by By, U 22 [,
n € N: degree of numerator, m € N\{0}: degree of denominator.
Properties:

» vertical asymptotes (poles): zg is called pole of f if

3

y = lim f(z) = +oo | (non- removable division by zero).
T—&0

“pole: x
N
o

» Horizontal or slant asymptote: approaching function

a(z) such that | lim ( f(z) —a(z)) =0 // A3 X

r—rtco

Forn=m+1, a(z) is aslant linear asymptote. Sx) = e

= Limits see p. 21.

(©Adrian Wetzel 15
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5.7 Exponential and Logarithmic Functions

» Exponential functions: |y = f(z) =a®| a > 0.

¢ Euler’s number: ¢ = lim (1 + %)n e ATIR.. .
N0

e Groth / decay processes: | N{(t) = Np - a* | with:

14 : time
Ny . initial population at t =0
N{t) : population at time ¢

a . groth factor: |a =1+ % with

p: groth in % per time unit.

= See p. 5 for power and logarithm laws.

= See p. 24 for derivatives and antiderivatives.

» Logarithmic functions (logarithm laws see p. 5):

- 0
f(x) - loga(x) Z i 0: a 75 1.

f(x) = log,(z) is the inverse function of f(x) = a*:

¢ Common logarithm:

f(z) =logyy() = log(z)
log(10%) = =, 1098 = 2 (z > 0)

e Natural logarithm:
F@)s log.(2) = Li(@)

In(e*) = =z, e =z  (z>0)

log:(x)
In(x)

¢ Binary logarithm:
Flz) = log,(z) = b()
log, (2%) 0 gogilt) — g (> 0)

= See p. 5 for power and logarithm laws.

= See p. 24 for derivatives and antiderivatives.

(©Adrian Wetzel 16



5.8 Trigonometric Functions

» Definition: (see p. 6)
Right-angled triangle: 0 < & < 90°.

Unit circle: @ & R,

¥
p : .
sinfo) = & — JSPRUS et g 4N
o = i hypotenuse p =
'éo // E
P Q ]
i = ; / *
S Vg cosfa) = & = adiacent 1807
& 'g ‘ " 7 hypotenuse =
. \
/A ] § | :
__ v _ opposite __ sin{a) \\ /
. tan(a) = u —  adjacent — cos{a) p 4O
adjacent (to o) 270° 13
. T Length of the arc in the unit circle
Radians: [z =a - .
180° corresponding to the central angle a.
» Graphs:
5 ¥(x) = sin(x) y

3|0 SIO 9|l] l|50 80 210 270
T T T y 1
'

(x) = tan(x)

330 3@/ a

N [ .
o3
el
ol

sn 7 3 Lin v
T NG = S Am X

Fl
1 1 S
4!5 90 1_?5 18 2?5 315 SMq
o u(x) = cos(x) A S 2
P 3 -1
1
# 3IU ﬁID 90 12.0 1?0 24}0 27 3?0 q,
FEER BRI <& W
2
. 4 ) |Degrees: o =0.360°
Radians: x—0..2n
» Properties and particular values:
0° =0130° = £ |45° =7 |60° = |90° = £ Periodicity Symmetry
L 1 &3 V3 360° = 27 sin{m — ) = sin(x)
Slﬂ(l‘) : 2 2 2 ! sin{z +2rn) = sin(z) sin{—z) = —sin(x)
3 VZ 1 : 360° = 2w cos(2m —x) = cos{x)
cos(m) . 2 2 2 J cos(z + 2rn) = cos(z) cos(—z) = cos{z)
- . 180° = 7
tan{z 0 2 1 3 o= o —z) = —
( ) 3 \/_ ( ) tan(z + mn) = tan{z) tan(-) tan(z)
» Domain: Dy, = D.. =R Dt = R\{(5 +n7), n € Z}.
» Range: Wein =Weoe = [-1,1] Wi =R
arcsin(z) sometimes also sin '(z)
» Inverse functions: { arccos(z) sometimes also cos '(xz)
arctan{z) sometimes also tan *(z).

(©Adrian Wetzel
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Identities and Properties of Trigonometric Functions:

tan (z) — “(()) sin? (z) + cos? (z) — 1 o — L+ tand ()

sin (—) = — sin () 008 (—) = cos () tan (—) = — tan (z)

sin (7 — &) = sin (2) cos (T — &) = — cos () tan (7 — 2) = — tan (z)

sin (£ 4+ 2) = cos (2) cos (§ + z) = Fsin (z) tan (3 + 2) = m
2 cos?(z) — 1

sin (2) = 2sin (z) cos (2) | cos (22) = 3 cos* (&) —sin® (x). | tam (27) = el
1 — 2sin(z)

oind(gh— ——SRE | ooty - el 19RE) = Tt

sin @ + 4} —sin (&) cos{y)+cos () sin () | tan Py = 1?25)(3?"12%)

cos (z + ) = cos (x) cos (y) F sin (z) sin (v)

iy
2

T—y
2

) )

sin () + sin (y) = 2sin ( cos (

&ty
2

r—y
2

) sin (

sin (z) — sin (y) = 2 cos (

T+

) ook

cos () + cos (y) = 2 cos (

zty
2

)sin(

cos () — cos (y) = —2sin (

= Derivatives and antiderivatives see p. 24.

5.9 Symmetry

Even functions:
Graph symmetrical about the y-axis
¥
—
= =
= =
[ =7
f(—x) = f(z)

0Odd functions:

Graph symmetrical about the origin O(0 / 0)

(©Adrian Wetzel
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6 Equations

6.1 Fundamental Theorem of Algebra

In B, every polynomial of degree n can be written as a product of & < n linear factors and
irreducible quadratic factors ¢(z) # 0:

Q2™+ 01" @iz ta =0 & api{z—2) (T—x2) ... (x—x1) q(x) =0

In the factorised form, the solutions (roots) x, zs,..., 73 can be read.

6.2 Quadratic Equations

g’ +bete=0 whee Ro#l Vieéte's formulas:
Discriminant: | D =12 — 4ac FProduct of solutions: @ ~&5 = %
Solutions: (215 = = e 25274&6 D=0 Sum of solutions: @y + 25 = — %

6.3 Polynomial Equations of 3" and Higher Degree
az® Lb? tert+d =0 abedée Ra#l

Method: Normalize to a = 1 (by division by a # 0), that is @ + ¥'x* + ¢’z + d’ = 0. If there is
an integer solution x, it must be a divisor of d’. Find solution #; by trying the divisors of d’.
Then divide the equation by (x — ;) to find further solutions.

6.4 Numerical Methods to Calculate Zeros

To calculate a zero N(zy / 0) of a function f, start with a guess z;. Then, set up a recursive
sequence ¥y, ¥s, Ts,... with limit x5 using one of the following methods:

¢ Secant method: Choose Py(z; / f(x1))

and Po(ag / flxs)) with fay) - f(xg) < 0.
Then: ¥y £

s Newton's tangent
Fo—T
Tpil — Ty — f($1) m —r IN method

n—oo

¢ Newton’s tangent method: Choose
Py(zy / f(x1)) with f'(z) # 0. Then:

fza)

Lyl = T — fj(-l"n)

rXN

N— 00

The sequence is not always convergent.

(©Adrian Wetzel 19
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7 Sequences and Series
Definition: A sequence is a functiona: N =R, n~— a,  Notation:
¢ Explicit definition: a, = {formula in n}.

¢ Recursive definition: ¢, ., = {formula in a,, a,,_1,... } and initial value a,.

A series s;, 83, s3,... is the sequence of partial sums of a given sequence {ay }5cp:
(£
Sy — [Sp=dartds — |Gz =4 F G2 Gzl ... |8Zn= E @
+ az +asg —

7.1 Arithmetic Sequences and Series

Recursive def. | Explicit definition

Sequence | a, 1 =a, +d a,=ai+(n—1)-d

Series 8nfl = 8n + Gny1 | [8n =5+ (a1 + a el - (20; - W 1) - O

7.2 (Geometric Sequences and Series

Recursive def. | Explicit definition
Sequence | a, 1 =a, ¢ Y — o
Series Snil = Sp + Gui1 [JERA= G1 * 11:‘3; g=1, sy=mw if g=1
5 = Y@iNs, = T if |g] <1 {cogeom. series)
00 g
7.3 Other Series
1 1 . 1 2
&y — > = = 1—12—1—274—3—2 + ... +?:%
k=1
=1 T, 1
e — kz=:1 T = Ly sty toty — (Harmonic series)
2 T (el
Sn = Yek=ad(n+ 1) ST:ZkQZ%(ﬂJrl)(anLl) sn:Zkgz(%n(n+1))
k=1 k=t k=1

7.4 Capital with compound interest:

Seed capital Ky, duration n years:

. g A ks A g A
Cash valuei K, ‘j/ I:(],j/ I=(2 'j/ =K=,:_‘h?/ I=(,, i Accumulated:
Ko=K. = 3 3 3 I (years) | |K, = Kq-q"

(©Adrian Wetzel 20



7.5 Limits

A sequence {a, by is called convergent with ¥y
limit @ = lim a,, if for any arbitrarily small .
700 1 T T
number £ > 0 there is an index N € [N, such | ° |T5_a|>8 | | g4e
| e
that p 1 = ="
|la, —a|<e . w
1 ¢ a—g
holds for all n > N. For arbitrarily large n, the ] |as —a| <5 |
distance between a,, and a tends to 0 (becomes !az N al‘ al — n
1 2 3 4 5 6 7 8 9

smaller than any £ > 0).

¢ Sequences without limit (or such with lim a, = +c0) are called divergent.
R0

¢ Undefined expressions: %, %, 0-(+co) “amed oo T80

» Limit identities: Assuming that ¢ = lim a,, and b = lim b,, exist:
100 Nn—oo

o lim(a,+b,)=a+b & HIEEO(C.C%):C,G
R— 00

. ap Y ;
o lim(a, -b,) =a-b . T}LKQQE—% if b0
R— 00

= Similar identities hold for limits lim f{z).
T—30

g, if-1<a<l1
» Limits of exponential functions: | lim «* = ¢ 1, if a=1
L0
¢o, fazl

0, n<m

. . . . il R . = o
p Limits of rational functions: Th_}rrolo o b T Thoib P2, n=m

SEEXE, T 3R I

» Dominance rule:

Exponential growth is faster than power Power growth is faster than logarithmic
z" In{x

growth: | lim — =10 growth: | lim (z) =01 for m >10.
ns¥ec  £F r—roo N

» L’Hopital’s rule: Assume lim f(z) =0 (or co) and lim g{z) =0 (or c0), then:

I—In T—Tp
F: .
lim il lim f,(z) Example: lim el lim s 1.
T30 (I) a0 (T) 2—0 T 2—0 1

(©Adrian Wetzel 21
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7.6 Mean Values

Let x1, 25 ..., x,, be n given values.

¢ Arithmetic mean value: |Zj = $1+I2;r'“+$“ (see p. 33)

. — T Pero+4 ...+ PnZn
¢ Weighted average value: |7, — 228
g g A PL+ D2+ ot Pr

where py, po,...,p, are the relative frequencies of the values z(, 3 ,..., Z,.

2 2 2
- S e e e O
¢ Root mean square value: |Tryg = \/ —— &

¢ Geometric mean value: |Zg = {/x; - 23-.. -1,

-1
. = 1l 1 |
¢ Harmonic mean value: Tg=rn-" (r_1 -+ e = ) TS

T

e [nequalities: Ty < Ty < Ta < Trmg hold, if zp > 0for all k=1, 2, ... n.

7.7 Harmonic Section, Golden Ratio

Golden rectangle:
Two lines are in the Golden Ratio ¢ if they intersect in

the Harmonic Ratic: o — % — aj;b therefore: a
1+ 5 d'= D618...
2 S — — = = —_—
Foo-1=0 = o 2 { T = 0618 a b
Properties: L
4 Harmonic section of AB:
P= = - _
g o BC=3AB C

e & is irrational and ean also be written as:

@:\/1+\/1+«/1+... P -

1+ I+..

7.8 Mathematical Induction
Method of mathematical proof for statements A, on natural numbers (I).

(I) Base clause: show that A, is true.  (Instead of n = 1, any other initial value for n
may be taken. The proof holds beginning from
the initial value.)

(I1) Recursive clause, step from n to (n | 1):
calculate A,y recursively and show that the result coincides with the one calculated
directly, that is A, . obtained by substituting v by (n + 1) in A,,.

(©Adrian Wetzel 23



8 Differential Calculus

Assumption: Let y = f(z) be a continuous function f: R — R, zw—y = f(z).
¢ Slope of the secant,
difference quotient:

" secant
average rate of change y P f
of f in the interval [z, z + Al: Jec+h) tangent B
Ay _ flzth) —flz) ,
r./ﬁ s
s Slope of the tangent, %) | B0 ﬁ’
differential quotient: /4 Ax=h fix)
instantaneous rate of change / x P Y g

gradient of f at P(z / v = f(z) ):
Definition of the first derivative:
Ay _dy _ o Jath) i@

— — | =t
A e N

8.1 Rules of Differentiation

Let f(z), u(z) and v(x) be differentiable functions and ¢ a constant.

» Constant summand: f(z) =u(z) +¢ » Product rule: f(z) =u(x) - v(z)

f'x) = u'(z) ['(x) = u'@)"v(z) +ulz) v'(z)
» Constant factor: f(z) = c-u(x) » Quotient rule: f(z) = :(%
f(z) =c v'(z) fz) = u’(r)'ﬂ((fl))(;)u);)‘vl(f)
» Sum rule: f(z) =u(z) - v(x) » Chain rule: f(x) =u(v(z))
[ ey v (x) iz =w'(u)] -w'(z) = g—z ~ g—z

"outer derivative times inner derivative”.

8.2 Sufficient Criteria to Calculate Particular Points

/ 7 7 Iz
Zero N(zy / 0) flon) = i i _
High point H(zy / f(za) Fan)Zo | g o] -
Low point L(zr / f(zr) fanZo | fando] -
SLationaxy PO | S(as / f(29)) ) %0 | £1@s) 20 | f(s) 0
Inflection point | I(z; / f(a1)) ; ) X0 | e Lo

* = necessary condition. (% + #) = sufficient condition.

(©Adrian Wetzel 23
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8.3 Table of Derivatives and Antiderivatives

antiderivative F(x) function f(x) 1% derivative f/(x)
fi: [n # —1] " w1
In|z| %:gfl _%:_mfz
% .zt VI =13 5 1\/5
ol o a®
z-(ln|z|-1) In|z| %:x&
ﬁ . a® a® a® - In(a)
Ter - (nfz|—1) log, | 2| G
Observe: Variable z in radians!
— cos(x) sin(z) cos(x)
sin(x) cos(x) — sin(z)
—In (| cos{z) |) tan{z) COS%(I) = 1+ tan®*(z)
z arcsin(z) + /1 — 22 aresin(z) 11_$2
x arccos (z) — /1 — 22 arccos(x) — 11712
x arctan(z) — w arctan(zr) ﬁ

9 Integral Calculus

Let F(x) be an antiderivative (primitive) of f(x), that is a function satisfving F'(z)
Then, any further antiderivative Fy(z) of f{x) may differ by an additive constant only:

Fi(z) = F(x) + C. The constant C is called constant of integration.

e Indefinite integral: set of all antiderivatives:

[ f(z) dz = {li{z) + C | C € R}

¢ Definite integral and

Fundamental theorem of calculus:

b
A= [ f(z)dz = F(b) — F(a) = [F(x)]}

| A| . area between f and the z-axis between the

with constant . y

integration limits x = a and x = b, if [ has no

zero in |a, bl.

(©Adrian Wetzel
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9.1 Rules of Integration

» Constant rule: jz(c sl de= c~ff(x) dzx
b b b
» Sum rule: | oty & viz) e = fulaide + [ole) do

» Orientation of integral: | [ f(z)dx = — [ f(x)dx
b

» Interval additivity: ff(:c) dx = ff(:c) dz + ff(:c) dx
b b
» Integration by parts: [u(z) v (z) de = [u(z) folz) ]} — [ull) - o(x) 8

» Substitution rule: Let f(z) =u(w(z)) be a composite function. U{w) denotes an anti-

derivative of the outer function w(v). Then:

i N, B it
[u(vi@)ysa'(@) dx = (f) wWhdy = UL lo(a)

9.2 Volume of a Solid of Revolution and Arc Length

b
¢ Rotation about z-axis: [V, =7 [(f(z))*dz y
a F 3
generalization see p. 12, Jib) /
ey _
¢ Rotation about y-axis: |V, =7 [ (f(v))?dy| A@)}—
fla)

y = f(x) strictly monotone.
x = f(y) is the inverse function of ¥ = f(z).

= Inverse function see p. 13.

b
¢ Arc length: L:f«‘/1+(f’(;z:))2d:c

(©Adrian Wetzel 75
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9.3 Power Series, Taylor Polynomials

» Taylor polynomial 7,,(x) : approximation of a function f(x) at z; by a polynomial

=5 21 F® (o) (z — zo)*

k=0

of n't degree: | T),(x)

where f*/(z) denotes the k" derivative of f. In detail:

Tnl(z) = f(20) + f'(20) (& — 20) + %f”(xo) el % (o) (& — o)™

Remainder G R
torm: }Rn(;ﬁ):f(:c)Tn(:c):Wf( Hag +alz —2)), 0<a<l.
» Power Series:
term power series valid for
(1+z)” 1+(T)x+(g)x2+(§)x3+... nelN |z| <1
1‘]|-‘I l—z+ 2% — 2% & ... | = . 1
1 1 1-3 1:3.5
l+z |1452— s32°+ 51 4 s AR 1
e’ It Lxg+lx3+lx4+ =
2 3 4
In(z) |@-1)— 2(z=12+1@—-18 % 0<z<2
5 3 <
sin(z) |z— %xe’—f—%ﬁ— %ﬂi... reR
cos(z) | 1— o 224 2t — 4 af + reR
2! 4 6!
tan(z) [ 2+ %;{?3+%x5+%17+... 2] <=5
arcsin(z) | =+ %azgqt 214?5$5+ 2143657$7+ |z <1
tan(z) T W S e 2] < 1
GICHBIEEY| a— z X te " — s & ., z

(©Adrian Wetzel
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10 Vector Geometry

Definition: A vector 4 describes a translation or displacement from O to A. Vectors have
a length {(magnitude, absolute value) and an orientation (direction). Vectors can
be arbitrarily parallel shifted, that is vectors do not have a fixed initial point.

p Standard unit vectors:

1 0 0
g=10], a=[1] e=]o
0 0 |

» Linear combination: Every 3-dimensional vector 74
can be written as a linear combination of &, ¢, ¢.:

aﬂ:
Fa=|ay | =0 8 + ay- & + 0, €,
z

Ay, Gy, @, are called the components of 74.

Qs .
. o p— tor f th
» Position vector of Ala,, a,, a;): Ta=0A=|a, |: { ;[scngntr?f R
az
» Magnitude, length: addition, subtraction
of vectors:

|Fa|=ra=0A= /a2 + a; + af

)

» Addition, subtraction:

Qi b q. + 0%
FA So FB = | Gy = by — Gy o by
sy b, Oy T,

Vector [ position veetor \ ( position vector
difference /  \ to final point to initial point

» Multiplication by a scalar (number),

collinear vectors a and b: collinear
vectors
Qe k- a,
= —
b=k:a=k-|ay | =| k-qy
sy k-a,

Complanar vectors: ¢ is complanar to @ and b

Taylor
Vectors

if @ can be written as a linear combination of @ and b:

There are £, s € R such that |c=t-a+ s- b| holds.
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» Midpoint of A and B: |7y, = + (7, +75)

» Centroid of AABC:

center of mass, gee alzo p. 7.

-

o =% (Fa + 75 + 7o)

» Scalar product (dot product):
(perpendicular projection of & to &)

| £| : area of the parallelogram defined by & and .

» Triple product:

V=1 x 5. 2| =182 = e x 5) - 5|

V. volume of the parallslepiped
defined by @, fand &

= Linear functions, lines see p. 14.

=- Plane equations see p. 29.

(C)Adrian Wetzel 28

screw .

O b,
g-b= | 6y by | =wpbe+ apby+ ap b= |8 -] b vcos(ep)
a‘x E:lx
» Angle ¢ between @ and b: coz(ip] = ﬁ_ﬁ’T
a1
» Perpendicular vectors: Flb e g.8=0] i &, b g il
» Vector product {cross product):
. i b, Gy b1 S E:'y_
E=axb=|oy| X | b | =] ¢. 0 0.%
2z 'bz e, E;"_q' - a'y'h;b
ZL5 and FLb
|E|=|dxb|=]|&| - |&] - =in()

turh @ towards &




10.1 Planes

» Vector equation: |E: 7F=7F4+t - U +5-7

e If 3 points A, B, C or a support point
A (position vector 74) and two indepen-

dent directions i = E and v = E

are known.

e Fach pair £, s € R corresponds to exactly
one point P (position vector r) on E.

¢ Normal vector:

a
R=|b|=dx9¥ L E (seep. 28).
c
» Normal form: E:fd - (F—7a)=0

» Cartesian form: |F:a-z+b-y+c-2+d=0

g xt+bytcozld _q
Vo4 b2 5

¢ Hesse’s normal form: H(z.,y,2) =

lautbovtecw4d
o /02 + b2 4 &2

¢ Distance P(u / v / w) to E: |d(P, E)

» Intercept form: | F: %+ %Jr% =W with the intercepts p, ¢, r € R\{0} U {+oo}.

Plane E parallel to the z-axis: & : % + <+ =1 with cyclic permutations: ;i';y

= Linear functions, lines see p. 14.

= Vector geometry see p. 27.
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11
11.1

Stochastics

Combinatorics

arrangement
of 71 elements
on 72 places

N\

Start:

Selection rules valid
for one sample

selection
of ¥ elements
out of totally 72

"\

All 71t elements Ity, 11,... of the total order of selection order of selected
distinguishable: 1t clomients does not matter: elements matters:
B, =n-(n-1)-..,-21|| ndistinguishable: {abct={ach} la b c]l # |acb]
n!
P T
nyl-Ryle
permutations
elements are not elements can be elements are not elements can be
allowed to be chosen chosen repeatedly allowed to be chosen | | chosen repeatedly
more than once more than once
—__ nl =(n) Cofrtr-1 — _ nl _.F
K -1l \r K—( ¥ b (i—r)! V=n
g ot=1 Binomial T n!
Factorial: [n! =1-2- ... -n]| | ; — = ;
=1 coefficient: T rl-(n—r)!
g t 7l i Recurrence () i e n+1
mmetry: — = =
% Yi\r =P relation: i r+1 r+1

11.2 Probability and Set Theory

¢ Sample space S: set of all possible outcomes.

e Events A, B, C: subsets of S.

Ex. S =4{0,1,2,84,5®6, 7, A=1{0,2 4,6}, B=1{1,2, 3,5},

4€A;34A.

LA cardinality = number of elements in A
ANB intersection A and B
A UB union AorB
=G A complement G t A
A B difference A v ut B
CCA subset C contained in A
{}, @ empty set

e Laplace-probability: If all elements in S have the same probability to occur, then:

(©Adrian Wetzel
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p()

Impossible event

0<p(A)<1

p(S) ? }

Certain event

Complementary probability

p(A) = 1-p(A)

= Venn diagram see p. 30.

Additition law

p(A U B)=p(A) + p(B) —p(ANB)

Conditional probability

p(B| A) : probability that B occurs under the condition
that A has already occurred: A = [F,

B = THEN:

p(B|A) =

|[AnB|  p(AnB) (reduction of the sample

Al T p(A) gpace from S to A)

Multiplication law

p(A N B) =p(A) -p(B|A)

Independent events

Two events A and B are independent if

p(A N B) =p(A) -p(B)

holds.

= Binomial distribution see p. 32.

11.3 Probability Distributions

Discrete random variable:

variable X takes only n
., I, With the proba-

The random
discrete values xq, xa, ..

bilities p1, ps,. .., Pn-

-z
P Arealeftof zz F(z)=P(X<DSY P,
=0

O
| o -
x 7 }I,l xnr X k 7 }J. 2
densityfunction cumuldtive distribution

T
PR D + . AN, — |
k=1

w = E(X) — kZpkxk
—

2

Uz:;m(%—ﬁ)
=1

o =+/02 = /var(X)

Normalization

Expected value
(mean value)

Variance

Standard deviation

Continuous random variable:

The random variable X may take all values
z € R. The density function f{z) evaluates
the probability for exactly z. Notice: strictly
speaking, this probability is always zero.

P Arvea left of 72 ai;(z} =PX<p= Jz-f(x)dx
; o0
0.5 F(z)

X >

tp

cumulative distribution

density function

[ flayde—1
w=EX)= | f(z) - ade

2= [ f(&) (e - p2de

o =+/02 = v/ var( X)

Let X, Y be two random variables and a, b constants. Then:

Ee-X +b-Y)=a-EX) + b-E(Y)

var(a - X + b) =a® - var(X)
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11.4 Binomial Distribution (Discrete Distribution)

The sample space of an experiment, which is repeated n times, consists of exactly two elements:
S ={A, A} with constant probabilities p{A) = p and p(A) = 1 — p. Let X be the number of
times A occurs in totally n repetitions. Then:

A occurs at least once PIX>21)=1—-(1-p)"

A occurs exactly r times | |[P(X =r) = (?) p" (1 =p)" L5

A occurs at most x times || P(X < z) = (?) pta (1 —p)" 7| 4005 x <@

Mean value E(X)=n-p

Standard deviation og=+n-p-(1—p)

For 2 =n-p- {1 —p) > 9 the binomial distribution can be approximated by a
normal distribution.

11.5 Normal Distribution (Continuous Distribution)

¢ Density function: Normal distribution Standardized normal
My, ©) distribution A{0, 1)

fla) = e T Ay, o)

z-transformation

ora prglie
iT o
Standardized normal distribution: X
] £ X [Te
— = | +
f(z):ﬁe 2:]\]’(0,1) = -
Symmetry:
flp+2x)=f(p —=) f(=2) = f(+2)
¢ Cumulative normal distribution: Fi =gz} == I — F{4=)
& ( L )2
Flz) = P(X ) = leg [ e rezal probability of observing at most .
Standardized normal distribution:
; S e 1 2 ; :
Flzl=PlZ <z)= ﬁ_f e~z dt =- gee the table in the inner cover.
¢ co-environments for the normal distribution:
1 g-environment 2 o-environment 3 o-environment
PlX —p|<lo)=683% | P(| X —p|<20)=954% | P(| X —p| <30) = 99.7%
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12 Statistics

12.1 Univariate Data (one Variable)

X =1z, 23, ..., T

frequency of size n =

+ denotes the values of a sample and ny, ns, ..., ng their absolute
k

Yo n; =ny+ng+...+n The relative frequencies p(z;) = % behave
i=1

3
like the Laplace-probability of observing the value z;, particularly > p(z;) = 1.

i=1
Individual data Grouped data (classes)
k values x, z3, ..., X3
Data n values x4, %3, ..., Ty ;
with abs. frequency nq, na, ..., 7g

Arithmetic mean
(expected value)

T=BX)=1Y | |[z=EX) =1 in@-xi:ip(xi).x
3 7—] i1

Median The median x, = of the values of an ordered sample is

e the value of the middle item, if n is odd.

e the mean of the middle two items, if n is even,
Mode The mode zjs is the most frequent value observed in a sample.
Ra’nge R= Lmax — Lmin

Variance [¥]

2= e 7| (1B T o

T
lg

S= > rlEe: —7)° = B(X?) - (E(X))°

i=1

[*] If the values 1, xo

. ..., X, represent an entire population or if we are interested in the

variation within the sample itself, the denominator is n (instead of n — 1).

Standard deviation:

$, e

The variation coefficient |V = ;:“ -100% | is used to compare different samples.

Box plot: Evaluate the median x5, the upper (zqz5) and lower (zq25) quartiles, the
smallest (Zy,) and the largest (zy.) sample. Then

| smallest 25% largest 25% |
25% 25%

| ofalldata ’ °" ofall data |

Xnin Xo.2s Xos  Xogs X nax

Inequality of Chebychev:

For a sample with mean 7 and variance s°, the probability p for an observation z to be found

within a range of £ from the mean is given by |p(|z —F| < A) = 1 — A—’g

(©Adrian Wetzel
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12.2 Bivariate Data (two Variables): Regression and Correlation

Let (x1, v1), (%2, y2), ... (Zn, yn) be n pairs of observations. To describe the dependency bet-
ween z and ¥ a model function y = f(x) which depends on the parameters a, b,... is fitted to
the data such that the mean square deviation of y; — f(z) becomes a minimum:

T

X, ¥ow, By :Z:(y2 — f(z;))® — minimum

i=1

Linear Regression:

Model function: |y = f(z) =ax +b| with

e slope a=" ===

o y—intercept |b=7—a-T

Correlation coefflicient: Covariance:

e

S — ) (v — ) ey @ —— S~ T) (3~ )

— =1 _ _Coy 2

¢z@rﬁm~i@r@ﬁ e oy = Bz ) — B(a) - E(t)

Alternative: System of linear equations to calculate a and b of the linear model function:

T T

(Z@%H(Z%%bzgww

=1 i=1

a)at n-b =LTu
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Index

Absclute value, 14

absolute, magnitude of a vector, 27
accumulated value, 20

aleatory (random) variable, 31
algebra, 3, 4

algebra, fundamental theorem, 19
altitude theorem, 6

altitude, height, 6, 7, 10

angle (line, vector, plane), 14, 28
angle bisector, 7

angle in a circle, 9

angle in triangle, quadrilateral, 6-8, 17
antiderivative, 24

arc length, 9, 25

arcsin, arccos, arctan, 17

area, 612, 24, 28

Argand diagram, 2

arithmetic sequences and series, 20
associativity, 3

asymptotes and poles, 15

Base, 5, 16

base area (stereometry), 10
binomial coefficient, 4, 30, 32
bincomial distribution, 32
binomial formulae, theorem, 4
bivariate data, 34

box plot (statistics), 33
bracket rules, 3

Cap (sphere), 11

capital, cash value, 20

cardinality, 30

cartesian form (circle, sphere, plane), 9, 11, 29
Cavalieri’s principle, 10

center, 9, 11, 28

centroid, center of mass, 7, 28

chain rule, 23
Chebychev, inequality, 33
chord, 9

circle: parts, angles and equations, 9
circumcirele, circumsphere, 7, 8, 12
co-domain (range), 13

collinear, complanar vectors, 27
combinatorics, 30

cormnmutativity, 3

complement, complementary probahbility, 30, 31
complex numbers, conjugate, 2
conditional probability, 31

cone, 10

constant rule, 23, 25

correlation, covariance {statistics), 34
cosine function, 17

cosine rule (triangle), §

cross product, 28

cube, cuboeid, 10-12, 28

cumulative distribution, 31, 32

cyelic quadrilateral, 8

cylinder, 10

Data (statistics), 33, 34

degree of denominator, numerator, 15
density function, 31, 32

derivative, 23, 24

diagonal, 8, 10

differential calculus, 23, 24
direction vector (line, plane), 14, 29
diseriminant, 19

distance, 27, 29

distributions (prob.}, 31, 32
distributivity, 3

dodecahedron, 11, 12

(©Adrian Wetzel

domain (function), 13

Ellipsaid, 12

empty set, 30, 31

equations, 3, 19

equilateral triangle, 7
equivalence transformations, 3
Euclid’s theorem, 6

Euler’s formula (complex), 2
Euler’s polyhedron theorem, 11
expectation value, 31-33
explicit definition (sequences), 20
exponent {powers), 5
exponential functions, 16

Factorial, 4, 30

finance mathematics, 20

fractions, 4

frequency (statistics), 33

frustum {pyramid, cone), 10
functions, 1318

fundamental theorem of algebra, 19
fundamental theorem of calculus, 24

Geometric sequences and series, 20
geometry {2-dim, 3-dim), 6-12
golden ratio, 22

growth, exponential, 16, 21

Hépital’s rule, 21
harmonic section, 22
harmonic series, 20
height, altitude, 6, 7, 10
Heron's formula, 6
Hesse’s normal form, 29
hyperbola, 15

lcosahedron, 11, 12

imaginary unit, 2

incircle, msphere, 7, 8, 12
indefinite integral, 24

independent. events, 31

induction, 22

inequality, 3

inflection point, 23

insphere, incircle, 7, 8, 12
integers, 2

integral calculus, 24

integration by parts, 25

intercept form (line, plane), 14, 29
Intercept theorems (triangle), 6
interest (finance), 20

intersecting chord/secant theorem, 9
intersection of sets, 30

inverse function, 13

irrrational numbers, 2

isosceles triangle, 7

Kite, 8

[’Hapital’s rule, 21
Laplace-probability, 30
lateral area (stereometry), 10
limits, 21

linear combination, 27

linear function (line), 14
linear regression, 34

lines in a triangle, 7
logarithms, 5, 16

Magnitude, length of a vector, 27
maximurm, minimum, 23
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mean value, 22, 31-33 sine function, 17

median (statistics), 33 sine rule (triangle), 6
median (triangle), 7 slope (line, tangent), 14, 23
midpeint {(vector geometry), 28 solids, 10-12
modulus, 2 sphere: parts and equations, 11
square, 8
Natural numbers, 2 square root, 5
normal distribution, 32 standard deviation, 31-33
normal form (line, plane), 14, 29 stationary points, 23
normal vector, 28, 29 statistics, 33
number systems, 2 stereometry, 10
subset, 30
Octahedron. 11, 12 substitution rule {int), 25
T surface area, 6-12, 24, 28
Parabola (function}, 13, 15 sum rule (diff, int), 23, 25
paraboloid, 12 syrmmetry, 8, 18, 30

parallel (lines, planes), 14, 29
parallelogram, 8

parametric form (line, plane), 14, 29
Pascal’s triangle, 4

periodicity, 17

permutation, 30

perpendicular (lines, planes), 14, 29
perpendicular bisector, 7

Tangent (circle, sphere), 9, 11
tangent (slope), 23

tangent function, 17
tangential quadrilateral, 8
Taylor polynomials, 26
tetrahedron, 11, 12

Thales’ theorem, 9

planes, 29 torus, 12 )
Platonic solids, 11, 12 trace paints (line), 14
point of inflection, 23 translation of coordinate system, 5

point-slope form, 14 trapezium, &

poles and asymptotes, 15 tr?angles, 6{7 )
polyhedra, 11, 12 trigonometric functions, 6, 17

polynomial functions, equations, 13, 19 triple product, 28

position vector, 27

power function, 15

power series, 26

powers, b

powers (complex}, 2
primitive, antiderivative, 24

Union of sets, 30
unit circle, 17
unit vectors, 27
univariate data, 33

Variance, 31-33

prisms, 10

probability, 30 vector equation (line, plane), 14, 29
probability distributions, 31, 32 vector product, 28

product rule, 23 vectors, 27

proportionality (triangle), 6 vertex (parabola), 15

pyramids, 10 Viste's formulas, 19

Pythagorean theorem, 6, 18 volume of solids, 10, 12, 25

Cuadratic equations, 19 Z-transformation, 32

quadrilateral, 8 zone (sphere), 11
quotient rule, 23

Radian, 17

random variable, 31

range (function}), 13

range (statistics), 33

rational and real numbers, 2
rational functions, 15

rectangle, 8

recurrence, 20, 30

recursive definition (sequences), 20
regression, linear, 34

rhombus, 8

right-angled triangle, 6

root, 5

root function, 15

roots (complex), 2

rotation of coordinate system, 5
rotational volume, 25

rules of differentiation, 23

rules of integration, 25

Sample space (probability), 30
scalar product, 28

secant, 9, 23

sector, segment, 9, 11
sequences and series, 20

set theory, 30

similarity (triangle), &
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